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ABSTRACT 
 
Predictions of fire plume and ceiling jet temperature and the response of thermal detectors from 
NIST’s Fire Dynamics Simulator (FDS) were compared to data from a series of full-scale tests 
conducted by Underwriters Laboratory.  The tests were conducted in a 36.6 m × 36.6 m 
compartment with ceiling heights ranging from 3.0 meters to 12.2 meters.  Heat release rates 
followed a modified t2 growth profile.  Thermocouples attached to brass disks were used to 
simulate thermal detectors. 
 
FDS simulations were conducted with a grid spacing of 100 mm.  A convergence study found 
that grid-size convergence was achieved outside of the plume region.  However, grid 
convergence was not achieved in the plume region at this grid spacing.  Outside of the plume 
region, FDS predictions were within a factor of 1.9 of test data. 

  
KEY WORDS: FDS, DETACT-QS, model evaluation. 
 

INTRODUCTION 
 
In 2002, the Society of Fire Protection Engineers (SFPE) published the Engineering Guide: 
Evaluation of the Computer Fire Model DETACT-QS.1  This guide was the first comprehensive, 
independently conducted evaluation of a computer fire model ever published. 

DETACT-QS2 is a fire model that estimates the activation time of thermal detectors and 
sprinklers.  DETACT-QS uses correlations developed by Alpert3 to predict the temperature and 
velocity of fire plumes and ceiling jets resulting from a user-defined fire.  Thermal detectors and 
sprinklers are modeled as a lumped mass.  DETACT-QS solves an ordinary differential equation 
using an Euler technique. Despite its age, DETACT-QS is one of the most widely used computer 
fire models.   

Three series of test data were used to evaluate DETACT-QS: (1) a series of tests conducted at 
Underwriter’s Laboratories with an “unconfined” ceiling and ceiling heights ranging from 3 
meters to 12 meters that used a heptane spray burner as the fire source, (2) two tests conducted at 
Factory Mutual that used wood cribs as a fire source, and (3) tests conducted in a residential 
scale room. 

SFPE’s analysis showed that DETACT-QS predictions were more accurate under some 
conditions than others.  Specifically, it was found that as the radial distance of the detector from 
the plume centerline increased, predictions generally improved.  Similarly, predictions generally 
improved as the response time index of thermal detectors increased.  Since the scope of the 



analysis was limited to the evaluation of DETACT-QS, development of better predictive 
methods was not explored. 

More recently, Fire Dynamics Simulator4 (FDS) has been developed.  FDS is a computational 
fluid dynamics model that permits the discretization of a space into user-defined numbers of grid 
cells.  FDS has quickly become a widely used tool in the fire protection engineering community.  
FDS models a variety of fire phenomena, including prediction of thermal detector response. 

However, unlike many other computer fire models in existence, FDS uses a much different 
technique to model thermal detector response than does DETACT-QS.  Like DETACT-QS, FDS 
uses a lumped-mass model of thermal detectors and a numerical technique to determine the 
thermal response to local gas temperature and velocity.  However, FDS determines the 
temperature and velocity of fire plumes and ceiling jets using large eddy simulation.  Therefore, 
the conclusions found in the Engineering Guide: Evaluation of the Computer Fire Model 
DETACT-QS are not applicable to FDS. 

To determine the capability of FDS to predict thermal detector response, FDS predictions were 
compared to a subset of the data used to evaluate DETACT-QS.  Specifically, the data from the 
experiments conducted at Underwriter’s Laboratories were compared to FDS predictions.  FDS 
version 4.0.6 was used to perform simulations. 

TEST DESCRIPTION 

Tests were conducted in a 36.6 m x 36.6 m facility with a smooth, flat, horizontal ceiling that 
measured 30.5 m x 30.5 m.5  The height of the ceiling was adjustable.  Ventilation exhaust at a 
rate of 28 m3/s was provided above the ceiling such that a smoke layer would not form.  Tests 
were conducted with the ceiling positioned at heights of 3.0, 4.6, 6.1, 7.6, 10.7, and 12.2 meters.  
A minimum of two replicate tests were conducted at each ceiling elevation.   
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Figure 1 – Burner Configuration 



A heptane spray burner was located under the center of the moveable ceiling and elevated 0.6 
meters above the floor.  The burner was made using 12 mm diameter piping oriented in a square 
that measured 1.02 meters on a side with two atomizing spray nozzles per side.  A diagram of the 
burner is shown in Figure 1. 

Because of the low heptane flow rates used in these tests, only nozzles A, B, D & G were used in 
the experiments with ceiling heights of 3.0 and 4.6 meters. 

The heptane flow rate was controlled manually in an effort to create a growing fire that followed 
a “medium” growth curve (fire growth coefficient = 0.01172 kW/s2.)  In the tests with ceiling 
heights of 3.0 m and 4.6 meters, the heptane flow rate was leveled off to provide constant fire 
sizes of 1055 kW and 2100 kW, respectively.  However, in the other scenarios, the heptane flow 
rate was increased throughout the duration of the test. 
 
The flow of heptane to the burner was manually controlled using two float type flow meters 
connected in parallel.  The first flow meter had a resolution of 0.08 lpm and a range from 0.68 
lpm to 9.1 lpm.  The second flow meter had a resolution of 1.1 lpm and a range from 0.91 lpm to 
11.4 lpm.  Given an approximate density and heat of combustion for heptane of 687 kg/m3 and 
44.4 MJ/kg,6 a theoretical heat release rate can be calculated for the fuel as 30.5 MJ/l.  
Therefore, the measurable flow rate range of the system was able to provide heat release rates 
ranging from approximately 350 kW ± 20 kW to 10.4 MW ± 0.3 MW.   
 
Because of the heptane flow instrumentation limitations, it was not possible to precisely follow 
the desired medium t2 growth profile.  This was particularly true at the early stages of fire growth 
where the heptane flow necessary to achieve the desired heat release rate was below the 
resolution of the flow meters.  Therefore, adjustments to the medium growth curve were 
necessary.  A time offset of 200 seconds was used to increase the minimum fire size.  
 
The initial fire size varied from experiment to experiment due to the limitations of controlling the 
heptane flow rate and difficulties experienced in igniting the burner at low flow rates.  The 
burner was ignited by four small pilot fires, which were estimated to have a combined heat 
release rate between 15 and 20 kW.  Also, because the flow measurement occurred remotely 
from the burner, inaccuracies were introduced by fuel line fill time.  The heat release rate 
achieved from the burner was also affected by incomplete combustion in the heptane spray 
during the early stages of fire growth.  This resulted in the creation of pool fires of varying sizes 
on the floor during the start of the experiments.  Based on these factors and estimations based on 
the observed fire size, a modification to the medium t2 growth curve was used to estimate the 
actual heat release rate achieved. 
 
Table 1 – Estimated Heat Release Rate from Heptane Burner 
Time (s) Heat Release Rate (kW) 
0 through 40 ( )2101875.0 += tq&  
Time > 40 ( )21600117.0 += tq&  
Note to Table 1: The maximum heat release rates in the experiments with 3 m and 4.6 m ceiling 
heights were 1055 kW and 2100 kW, respectively. 

 



As the fire size increased, the difficulties with accurately measuring the heptane flow were 
minimized, and it was possible to follow the medium t-squared growth curve more closely. The 
equations in Table 1 were used to estimate the heat release rate that was achieved from the 
burner. 
 
The ceiling was constructed of 0.6 m x 1.2 m x 16 mm thick UL fire rated ceiling tiles suspended 
from 38 mm wide steel angle brackets.  Reported5 thermal properties of the ceiling tiles are 
provided in Table 2. 

Table 2 - Thermal Properties of Ceiling Tiles  
Density 313 kg/m3

Thermal conductivity 0.0611 W/m °C 
Specific heat 753 J/kg °C 
Thermal diffusivity 2.6 x 10-7 m2/s 
 
Instrumentation consisted of thermocouples to measure temperature.  Arrays of thermocouples 
were provided 100 mm below the ceiling at the plume centerline and at radial distances of 2.2 m, 
6.5 m and 10.8 m from the plume centerline.  These distances correspond to the radial distances 
of sprinklers on a 3 m x 3m (10 ft x 10 ft) spacing from a fire centered between four sprinklers.   
 

 
Figure 2 - Reflected Plan View of Experimental Setup 
 
At each thermocouple array, four thermocouples were provided: a type K inconel sheathed 
thermocouple, and three thermocouples soldered to 25 mm brass disks to simulate heat detectors.  
The disks were 25.4 mm in diameter and had thicknesses of 0.41 mm, 3.18 mm and 6.54 mm.  
The thermocouples attached to brass disks were determined to have response time indexes (RTI) 
of 32 m1/2-s1/2, 164 m1/2-s1/2, and 287 m1/2-s1/2 when tested in accordance with UL 1767.7  Other 



thermocouples were used in the testing, but they were not used in the analysis of FDS.  Figure 2 
shows a reflected ceiling plan of the experimental setup. 

 
MODELING APPROACH 

 
Fire Dynamics Simulator input consists of user prescribed boundary conditions for a user defined 
computational domain.  Model users also specify the grid spacing in each of the Cartesian 
coordinate directions.  Theoretically, as the grid spacing approaches zero, the solutions found 
should approach the exact solution.  However, model run times also increase with the number of 
grid cells used in a simulation. 
 
Because of the physical size of the experimental facility, it would not be possible to run 
simulations with fine grid resolution within acceptable timeframes.  However, it was not 
necessary to model the entire experimental facility for two reasons: The fire and the 
instrumentation that was modeled only use a portion of the facility, and (2) because of the 
physical size of the facility in comparison with the fire size, a significant volume of the space 
would neither influence, nor be influenced by, the fire. 
 
Therefore, the space was modeled using a multi-block approach.  The first block consisted of a 
10 meter by 10 meter computational domain that extended from the floor to the ceiling.  The 
floor was left as the default “inert” surface, and the ceiling was assigned boundary conditions 
that corresponded to the material properties of the ceiling tiles used in the experimental setup.  
The four vertical surfaces of the computational domain were opened to the outside of the 
computational domain.  The grid spacing in the two horizontal directions (“X” and “Y”) were set 
as 100 mm.  The grid spacing in the vertical direction (“Z”) was set to be as close to 100 mm as 
possible while ensuring that the number of grid cells in the “Z” direction was only divisible by 2, 
3, and/or 5. 
 
A second block was used to simulate the ceiling jet area and began where the first block ended.  
This block also measured 10 meters by 10 meters, but extended from the ceiling to one half of 
the distance from the floor to the ceiling.  A grid spacing of 100 mm was used in the two 
horizontal directions, and the grid spacing in the vertical direction was identical to that used in 
the first block.  By selecting these grid spacings, the exterior boundaries of the grid cells where 
the meshes intersected perfectly coincided.  Therefore, the transfer of information from one mesh 
to the other occurs where the meshes intersect. 
 
The top of the second mesh was assigned boundary conditions that corresponded to the ceiling 
tile used in the experimental setup.  The remaining five boundaries of the second mesh were 
opened to the outside of the computational domain. 
 
The reaction was set using the parameters for “heptane” contained in the DATABASE.DATA 
file that comes with FDS. 
 
The burner was modeled as an inert box that measured 1 meter by 1 meter by 0.6 meters.  This 
size was 0.02 meters smaller than the burner used in the experiments in each of the horizontal 
directions.  The top of the burner was assigned surface properties that corresponded to the heat 
release rate of the burner used in the experimental setup.  A “ramp” function was used to match 
the heat release curve provided in Table 1. 



 
Instrumentation arrays were simulated within FDS by placing “thermocouples” and “heat 
detectors” at locations immediately above the center of the “burner,” and radial distances of 2.2, 
6.5 and 10.8 meters from the center of the burner measured in the “Y” direction.  The 
instrumentation was placed 0.1 meters (100 mm) below the ceiling.  Since heat detectors and 
thermocouples are not “physical” devices within FDS, at each radial distance the thermocouple 
and the three heat detectors were located at the same point.  Heat detectors were assigned an 
activation temperature of 1000 °C to ensure that a complete record of device temperatures was 
recorded by FDS.  Figure 3 illustrates how the space was modeled.   
 

 
Figure 3 – FDS Representation of Experimental Facility 

 
A convergence study was conducted by reducing the grid spacing to approximately 66 mm in 
each of the three Cartesian coordinate directions for the scenarios with 3.0 meter and 6.1 meter 
ceiling heights.   
 
Thermocouple and heat detector output was imported into a spreadsheet for analysis.  FDS 
“thermocouple” data exhibited a tremendous amount of scatter.  To smooth the thermocouple 
data, the predicted temperature at each time step was averaged with the predicted temperatures 
during the preceding four time steps and the subsequent four time steps. 
 

EXPERIMENTAL UNCERTAINTY ANALYSIS 
 
Uncertainty associated with the data used in this analysis comes from three sources: (1) 
uncertainty in thermocouple temperature measurements, (2) uncertainty in fuel flow 
measurements, and (3) repeatability uncertainty. 
 
Uncertainty in thermocouple measurements is estimated as +/- 2.2 °C based on manufacturer’s 
data.8   
 



Which flow meter(s) were used to measure heptane flows was not reported.  Since the flow 
meter with the greater resolution had a range that was 75% of that of the flow meter with the 
lesser resolution, it was assumed that the flow meter with greater resolution was solely used until 
the heptane flow had reached the limit of the meter’s range.  This assumption seems reasonable, 
in that the meter with the lesser resolution would not be capable of measuring the flow rates that 
would occur in the early parts of the experiments. 
 
The resolution of the flow meter with the greatest resolution was 0.08 lpm.  Because readings on 
the flow gage could be made to an accuracy of half the resolution, the estimated uncertainty in 
flow rate would be +/- 0.04 liters per minute.  This corresponds to an uncertainty in heat release 
rate of +/- 20 kW.  The uncertainty in heptane flow during the start-up portion of the text is likely 
greater (and more difficult to quantify.)  Therefore, data was not used from before 100 seconds 
into the experiments.  Uncertainty associated with human error in reading the flow meters or in 
manually controlling the fuel flow rate was not addressed.   
 
To determine the effect on gas temperatures, the uncertainty in heptane flow rate was converted 
to a temperature value using Alpert’s correlations for fire plume and ceiling jet temperature rise.3  
To provide a conservative estimate of the uncertainty in temperature resulting from an 
uncertainty in heptane flow, the uncertainty was calculated by using 20 kW as input to Alpert’s 
correlations.  The uncertainty in temperature resulting from an uncertainty of +/- 20 kW would 
decrease as the heat release rate of the burner increased. 
 
Repeatability uncertainty was estimated by calculating the standard deviation of temperatures 
measured in replicate tests.  Generally, repeatability uncertainty dominated uncertainty from 
other sources. 
 
The three types of uncertainty in temperature were combined by using the root-sum-of-squares.9  
For purposes of comparing measured temperatures with FDS predictions, experimental data was 
reported as a range, which was the average of temperatures plus and minus the combined 
uncertainty.  On the graphs, this data is reported as “high” and low,” where “high” is the average 
temperature plus the combined uncertainty, and “low” is the average temperature minus the 
combined uncertainty. 
 

RESULTS 
 
From the grid convergence studies, it was found that grid size independence was achieved for 
measurements in the ceiling jet region (radial distances of 2.2, 6.5 and 10.8 meters from the 
plume centerline.)  FDS predictions of temperatures in the plume centerline were found to be 
sensitive to grid size, and grid size independence was not achieved with the grid spacings that 
were used in the FDS simulations.  Where the plume region ends was not explored in this 
analysis, since data was only available for detectors located at discrete distances from the plume 
centerline.  However, thermocouples and thermal devices located 2.2 meters from the plume 
centerline did not exhibit the same sensitivity to grid spacing as did thermocouples and thermal 
detectors located in the plume centerline.   
 
For the test configuration where the ceiling height was 3.0 meters, FDS predictions of gas and 
detector temperature were higher than was measured.  Higher predicted detector temperatures 
would correspond to prediction of detector activation earlier than would be observed.  



 
At a ceiling height of 4.6 meters, FDS predictions were generally within the range of uncertainty 
outside of the plume region.  At a radial distance of 2.2 meters from the plume centerline, FDS 
underpredicted the temperature of disks with response time indices of 164 and 287 m1/2-s1/2.  It 
should be noted that beginning at a time of 218 seconds, the measured plume temperatures in one 
of the experiments (#02169801) began to decrease, eventually differing by ~100 °C between the 
two replicate tests.  Additionally, measured plume temperatures differed between replicate tests 
by as much as 75°C during the first 60 seconds.  Therefore, the experimental data from these 
tests should be viewed skeptically. 
 
For the tests with 6.1 and 7.6 meter ceiling heights, FDS predictions were within the range of 
experimental uncertainty outside of the plume area, although predictions began to fall below the 
experimental data for devices with response time indexes of 164 and 287 m1/2-s1/2 and times 
greater than 300 seconds. 
 
At a ceiling height of 10.7 meters, predictions were generally within the range of data, although 
there were some deviations above and below the range of data.  As the ceiling height increased to 
12.2 meters, predictions were within the range of data or above it. 
 

ANALYSIS 
 
Overall, predictions outside of the plume region were closer to measured temperatures than 
within the plume.  Part of the reason for this may have been that convergence was not achieved 
within the plume at the grid spacings (100 mm and 66 mm) used in this study.  Given the 
physical size of the space that was being modeled and the time that it would take to run 
simulations at finer grid resolutions, further attempts to determine the grid spacing at which 
convergence would occur were not conducted. 
 
Theoretically, as the grid spacing approaches zero, the results obtained from a numerical solution 
of a series of partial differential equations will approach the true solution.  However, as the grid 
spacing becomes smaller, the amount of time required for the simulation will increase.  The 
number of grid cells in a simulation will vary with the grid spacing to the third power if the grid 
spacing in each of the three Cartesian coordinates is uniform. 
 
Therefore, it becomes necessary to balance the desired accuracy with the amount of time 
available to conduct simulations.  In the present study, it was clear that predictions had not 
converged in the plume region with the grid spacings used.  Outside of the plume region, 
predictions were found to be less sensitive to changes in grid spacing and convergence in the 
predictions was achieved. 
 
Other work has also investigated the capability of FDS to predict plume temperatures.10  
Predictions of plume temperatures were compared to measurements from experiments that used a 
0.9 meter diameter gas fired burner.  The referenced investigation also found sensitivity to grid 
spacing, with the best results occurring at a grid spacing of 50 mm.  Additional simulations with 
smaller grid spacings were not conducted to see if grid convergence had occurred.  In lieu of 
conducting additional simulations with further refined grid spacings, the fact that convergence 
did not occur in the plume region is noted as a limitation of the present study.   
 



To evaluate the results of the analysis for all scenarios, graphs of predicted temperatures vs. 
measured temperatures were prepared.  In preparing these graphs, predicted and measured 
temperatures were selected at 100 second intervals.  The average of the temperature 
measurements from replicate experiments at each time interval was plotted, and the calculated 
uncertainty was displayed using error bars.   
 
Figure 4 contains a plot of data from all ceiling heights, all radial distances, and all types of 
temperature measurements.  The line drawn in Figure 4 shows perfect agreement.  Points plotted 
above the line are cases where FDS predicted higher temperatures than were measured.  Points 
plotted below the line represent cases where FDS predicted lower temperatures than were 
measured.   
 
As can be seen in Figure 4, many of the temperature predictions are greater than the measured 
temperatures.  However, most of the points where the greatest overpredictions occur are in the 
plume centerline.  Predictions in this area were more sensitive to grid spacing than in other areas, 
and grid convergence may not have occurred.  Other than in Figure 4, measurements and 
predictions in the plume centerline are not analyzed further.  Since grid size convergence was 
likely not achieved in the plume centerline, the findings in this study should not be applied to 
predictions of temperature or detector response for locations in the plume region.   
 
Figure 5 shows a plot of data from all ceiling heights and all types of temperature measurements 
that were taken outside of the plume centerline.  This includes all radial distances.  The lines 
drawn in Figure 5 have slopes of 1.9 and 1/1.9.  This shows that all predictions outside of the 
plume centerline were within a factor of 1.9 of the measured temperatures once uncertainty was 
considered. 
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Figure 4 – Comparison of Predicted and Measured Temperatures – All Data 
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Figure 5 – Comparison of Predicted and Measured Temperatures Outside the Plume Region 

 
DISCUSSION 

 
Outside of the plume region, FDS provides predictions of gas temperature and thermal detector 
response within a factor of 1.9 of measurements for fires located under an unobstructed ceiling 
with ceiling heights ranging from 3.0 to 12.2 meters.   
 
When modeling sprinkler or detector response, the location of the fire is often chosen such that it 
would yield the slowest possible heat detector or sprinkler response.  The fire is typically not 
placed immediately below the location of a sprinkler or heat detector.  Instead, a location that 
would yield a worst-case activation time is chosen.  If the sprinklers or detectors are spaced in a 
square pattern, the fire would be located a distance of 0.7 multiplied by the sprinkler or detector 
spacing (measured horizontally).  The distance of 2.2 meters from the plume centerline would 
correspond to a sprinkler or detector spacing of 3.1 meters, which is at the lower end of typical 
spacings that are used in practice.  Therefore, the results from this investigation should be 
applicable to most cases of interest despite the inability to draw conclusions regarding detectors 
located in the plume centerline. 
 
Although the results from this investigation are applicable to the activation of sprinklers, the 
ability of FDS to model the affect of sprinkler discharge on fire temperatures or fire size was not 
evaluated.  Also, the effect of conduction of heat from sprinklers to sprinkler piping was not 
considered, since the thermal devices used in the testing would have negligible heat loss to their 
wiring.  FDS does not permit the inclusion of a “C” factor for heat detectors to account for heat 
loss to the detector mount, and the thermal devices used in the testing were modeled as heat 



detectors in FDS.  A “C” factor can be specified for sprinklers in FDS to estimate heat loss to the 
sprinkler piping.  
 

CONCLUSION 
 
Outside of the plume region, predicted ceiling jet temperatures and thermal detector temperatures 
were within a factor of 1.9 of measured temperatures.  From a modeling standpoint, “thermal 
detectors” could represent sprinklers or heat detectors.  Therefore, when modeling the activation 
of sprinklers or heat detectors using FDS, the expected activation time to a given fire should be 
bounded by predictions using sprinklers or heat detectors that have activation temperatures that 
are 1.9 times greater and 1/1.9th of the activation temperature of the sprinkler or detector being 
modeled (for temperatures in °C.) 
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